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The history of this issue in the Online Safety Act

The OSA contains duties for Part 3 services – that is, regulated user-to-user services and search

services – in addition to the general illegal content duties and children’s safety duties,

depending on whether they fall into a set of further categories of service. The categories for

user-to-user services are Category 1 and Category 2b. For search, there is just Category 2a. In

particular, Category 1 services have additional obligations with regard to user empowerment

tools, content of democratic importance as well as journalistic content, enforcement of terms of

service and more stringent obligations with regards to freedom of expression and privacy. A full

list of the obligations in relation to each category can be found here. Ofcom must maintain a

register of the services falling in each of the categories, and that register must be made public

(see s 94 onwards).

While the obligations for the different categories are clear on the face of the Act, the precise

thresholds for the categories are not. These are to be set out by the Secretary of State in

secondary legislation (regulations) following advice from Ofcom. The process is set out in

paragraph 2 to Schedule 11. It envisages Ofcom carrying out research on specified matters

relating to size and service functionality before providing advice to the Secretary of State based

on that research (para 2(5)). The advice is to be published and the Secretary of State must then

make the regulations “as soon as reasonably practicable” after Ofcom has provided its advice.

The Secretary of State may do something different from what Ofcom suggests, but if so must

publish a statement explaining why (see Sch 11, para 2(8) and (9)). Schedule 11 specifies issues

that must be included in the regulations (Sch 11, para 1(1)-(3)), as well as minimum types of

requirement that must be satisfied by a service to reach a categorisation threshold (Sch 11, para

1(4)). Certain matters that must be taken into account are also identified (Sch 11, para 1(5)-(7)).

The first regulations made under para 1(1) of Sch 11 may not be made unless a draft has been

laid before and approved by each House (s 225(8)); any other regulation under paragraph 1 of

Schedule 11 is subject to annulment (s 225(9) and (10)(g)).

Revisions during the progress of the Bill through Parliament meant Ofcom was additionally

required to maintain a list of emerging Category 1 services (cl 88 OSB – now s 97 OSA) so that

they could keep an eye on rapidly scaling companies and add them to Category 1 without delay

when thresholds have been met (EN, para 502). However, concern remained that the position of

small high-harm platforms was unaddressed, a point that was picked up in the Commons and,

more successfully, in the Lords.

Parliamentary debate

The impact of the thresholds for categorisation and the potential for these to exempt small,

high-harm user-to-user services from the Category 1 duties emerged at various stages in the

progress of the Online Safety Bill. Category 1 is particularly important given that service
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functionality condition to be categorised as either Cat 1 or Cat 2B was, as noted, removed.

Instead, para 1(4)(a) states that “at least one specified condition about the number of users or

functionality must be met” (emphasis added).

The Explanatory Notes state that the regulations could still “specify that a service must meet a

combination of conditions, for instance conditions relating to both the number of users and the

functionalities on offer” (EN, para 483). Limiting the scope of Category 1 in this way might not

reflect the debates and concerns expressed in Hansard. The issue identified in the Explanatory

Notes is that “the factors which are set out on the face of the Act as being the most important

in determining whether it is proportionate to place additional duties on the provider of a

user-to-user service or a search service will be reflected in each designation decision”. Ofcom

may still, of course, include other characteristics or factors in its advice to the Secretary of State,

based on Ofcom’s research (Sch 11, para 2(6); EN, para 486).

One point to note is that the Schedule does not identify the purpose of the research or how

what Ofcom finds out turns into advice for where the boundaries are. Schedule 11 should not

be understood in isolation, however, but in the context of the Act. Specifically, s 1 identifies the

purpose of the Act as understanding the risk of harm to UK users and acting to mitigate it. The

significance of size, functionality and characteristics is therefore in their respective impact in risk

of harm. Category 1 obligations are the regime's response to services that have increased risk of

contributing to harm as a result of these features.

This seems to leave us with the position that large services, which do not have inherently

“risky” functionalities, can still be risky by virtue of their size, whereas small services can still be

risky by virtue of their functionalities alone. It is unclear how services which are risky by virtue

of the nature of their content alone (which would seem to be an issue of characteristics (eg

terms of service and moderation policy) rather than functionality) will be dealt with. This seems

to be a question of when Ofcom and/or the Secretary of State deem it relevant.

Ofcom’s advice to the Secretary of State

Ofcom submitted their advice – and the underpinning research that had informed it – to the

Secretary of State on 29 February 2024 and published it on 25 March. In summary, its advice is

as follows:

Category 1

Condition 1:

● Use a content recommender system; and

● Have more than 34m UK users on the U2U part of the service

Condition 2:
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● Allow users to forward or reshare UGC; and

● Use a content recommender system; and

● Have more than 7m UK users on the U2U part of the service

Ofcom estimates that there are 9 services captured by condition 1 and 12-16 likely to be

captured by condition 2. There is one small reference in the annex that the 7m+ monthly

users threshold corresponds to the DSA (A6.15)

Category 2a (search)

● Not a vertical search service; and

● Have more then 7m UK users

Ofcom estimates that there are just 2 search services that currently sit (a long way)

above this threshold but that it is justified to put it at this level to catch emerging

services.

Category 2b (children)

● Allow users to send direct messages; and

● Have more than 3m UK users on the U2U part of the service

Ofcom estimates that there are “approximately 25-40 services” that may meet this

threshold. There is an important justification for this threshold set out at para 5.28:

“many of the most-used services which have the functionality of direct messaging also

met the category 1 thresholds, however a small number did not. As services will only be

designated as one category of service, we are of the view that the user number threshold

for category 2B must be lower than the user number threshold for category 1. This is to

ensure that category 2B captures an appropriate number of different services to category

1. However, we found there are several high-reach services that have the functionality of

direct messaging that do not meet the other proposed category 1 thresholds, so we

consider it appropriate to not place an upper limit on the user number threshold (and

capture those services where relevant).”

There is a short and somewhat oblique reference to the change that was made to Schedule 11

as a result of the Morgan concession at paragraph 3.30:

“We have discounted a recommendation that allowed for the categorisation of services

by reference exclusively to functionalities and characteristics since the research indicates

that user reach has an important role to play too. For instance, there are services where

the functionalities and characteristics discussed above are core to the service, but whose
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smaller number base means that the dissemination of user-generated content on the

service is comparatively less pronounced in its speed and breadth relative to other

services with a greater number of users and the same functionalities.”

When Ofcom’s advice was published, it was done so alongside a letter from Donelan to Ofcom’s

Chief Executive, Melanie Dawes, seeking further information. The letter from Donelan referred

to her obligations to “consider for Category 1, the likely impact of the number of users of a

service, and its functionalities, on how easily, quickly and widely regulated user-generated

content is disseminated by means of a service” (our emphasis). While this reflects the

requirements in Sch 11, para 1(5), it does not refer to the fact that the regulations may rely on

“the number of users of a service, or its functionalities”, as permitted by the Act. Donelan went

on to ask for more information on how Ofcom had used its “regulatory judgement” in setting

the user number thresholds and additional evidence relating to the six functionalities it had

considered, along with the recommender algorithms. It did not ask whether there were any

sufficiently risky types of service that could be categorised without reference to the numerical

threshold.

Melanie Dawes responded on 16 April. On the user number threshold query, she restates the

methodological approach and evidence that Ofcom had used to inform their thresholds and

says that in each case they needed to make their own assessment on what comprised “targeted

and proportionate regulatory action”. It is implicit in the following paragraph, from the end of

page 2, that Ofcom made no judgements based on “size or functionality”:

“preliminary indicative analysis suggests that approximately 12-16 services may meet

one or both of the user number thresholds we proposed, when factoring in the impact

of the functionality requirements recommended in our advice for Category 1. We

explained that in our view, this estimated number of services “indicates that our

recommended user number thresholds are likely to strike the right balance in terms of

targeting those services where content is likely to be disseminated easily, quickly and

widely, while ensuring that the duties apply to a sufficiently targeted number of

services”.

Furthermore, on page 3, the decisions about functionality are framed in terms of “speed, ease

and breadth of dissemination”.

“Of the 69 functionalities reviewed as part of that methodology, most were discounted

as irrelevant to the research question at hand due to a lack of evidence of their impact

on the speed, ease and breadth of content dissemination. We identified six

functionalities that were relevant to the criteria, based on evidence from the literature

review and/or the internal logic analysis. We weighed the available evidence about each

of these six functionalities to develop our proposals and took a decision based on

functionalities for which evidence of links to content dissemination was strongest.”
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The decision to limit the functionalities included in the assessment based on “content

dissemination” certainly reflects some central aspects of Schedule 11. Moreover, the

amendment allowing regulations to consider size or functionality did not require the drawing up

of rules containing thresholds just on one of these requirements. Nonetheless, the Schedule

does not limit Ofcom’s considerations to where there is evidence of functionalities or

characteristics having an impact on dissemination and not discussing “small but risky” at all

seems to run counter to the Parliamentary intent of revising the Act to ensure that functionality

as a means to cause harm can also be considered when the Secretary of State makes their

designation.

In Dawes’ explanation as to the evidence that was considered in determining this advice, she

explains the limitations of the evidence base – referring to the “minimal” and “low” volume of

academic studies and research. In our submission to Ofcom on the proposals set out in their

illegal harms consultation, we describe at length the problems Ofcom have created for

themselves in setting their evidential threshold so high (see section 3, page 30 onwards) – and

the significant impact this will have on the effectiveness of the regime as implemented.

In this context, it is notable that none of the evidence submitted by civil society organisations to

Ofcom in their call for evidence (published here) is referenced in their research. This includes

submissions from the Antisemitism Policy Trust and Carnegie UK, both of whom were

instrumental in supporting Baroness Morgan to win her concession, 5 Rights (which is headed

up by Baroness Kidron) and from Refuge and Glitch, who both reference Morgan’s amendment

in their response. Industry submissions are referenced as being considered, however: at

paragraphs 2.13, 3.13, 5.3 (it is “currently challenging for services to accurately identify and

measure the number of child users”), A6.6, A6.10 (“we have sought (where possible) to ensure

our approach accommodates existing industry practice”) and A6.15. We will provide further

analysis on the evidence submitted in this call, and how much it is reflected in the subsequent

advice, shortly.

What happens next?

Ofcom sets out the next steps on page 6: the Secretary of State will set out the threshold

conditions in secondary legislation (a Statutory Instrument, or SI) which, once passed, will allow

Ofcom to then gather information from regulated services to publish a register of categorised

services that meet each threshold condition.

“Assuming secondary legislation on categorisation is finalised by summer 2024, we

expect to publish the register of categorised services by the end of 2024. We are aiming

to publish draft proposals regarding the additional duties on these services in early

2025. Over time, we will revisit and update our register of categorised services as

appropriate.”
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