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No Example Consultation doc references Evidence and commentary

emphasises upstream
mitigations and safety by design

must assess the risk of users encountering priority
illegal content or other illegal content by means of the
service, and the level of risk that the service may be
used for the commission or facilitation of a priority
offence. They must also assess the nature and severity
of the harm which may be suffered as a result.

9.4 As part of the assessment, services must consider
various characteristics of the service specified in the
legislation – such as its user base, functionalities,
business model, and systems and processes – and also
take account of the relevant risk profile(s) produced by
Ofcom.

These two paragraphs are the wrong way round.

filings and whistleblower reports that have recently laid out
what happens when a “safety by design” approach is not
embedded in companies’ culture and the impact of
platforms’ design choices on the harms that are caused to
users, particularly children. What is relevant here is that
these documents also demonstrate platforms’ awareness –
over a number of years – of the harms that are being
caused by design and their apparent unwillingness to
redesign their services to prevent them; this is the exact
opposite of safety by design. In the UK, coroners’ reports
have also identified where platform design has had a direct
role in creating the conditions in which individuals have
decided to take their own lives.

We list some of these documents here for Ofcom’s
reference and would recommend that these are urgently
reviewed as part of their evidence base, not just for
application to the measures recommended for addressing
illegal content but for the development of the proposals for
the children’s codes.

US court filings

● New Mexico Attorney-General case against Meta -
January 2024

● Bad Experience and Encounters Framework (BEEF)
survey - Instagram internal research - unsealed as
part of New Mexico court case - January 2024

● California Superior Court Opinion re dismissal of
Fentanyl Case re Snap - January 2024

● Multistate Complaint re Meta - largely unredacted -
Nov 2023

● Second amended complaint re Fentanyl and Snap -
July 2023

● California Master Complaint in re Adolescent Social
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There is no justification for this

not being a core expectation; in

other sectors, product safety

applies across the board

regardless of size of service. Eg

food safety standards; electrical

standards etc.

There is no definition of product

safety either - for example, this

could include testing to

maximise user engagement

revealing eg addiction problems.

These are results even if carried

out for product development

purposes not expressly safety.

The US court filings (see

reference above) provide lots of

examples where this kind of

product development work

demonstrated evidence of harm

that was then not addressed.

See also section 7 re small vs

large services

(Ts&Cs), content feeds, react buttons or privacy
settings. By ‘testing’ we mean services should be
considering any potential risks of technical and design
choices, and testing the components used as part of
their products, before the final product is developed.
We recognise that services, depending on their size,
could have different employees responsible for
different products and that these products are
designed separately from one another”

“Expectations for larger services: All else being equal,
we will generally expect services with larger user
numbers to be more likely to consult the enhanced
inputs (unless they have very few risk factors and the
core evidence does not suggest medium or high levels
of risk). This is because the potential negative impact
of an unidentified (or inaccurately assessed) risk will
generally be more significant, so a more
comprehensive risk assessment is important. In
addition, larger services are more likely to have the
staff, resources, or specialist knowledge and skills to
provide the information, and are more likely to be the
subject of third-party research.” (Vol 3, 9.113)

New Mexico Attorney General material:
“Meta launched Reels in order to attract teens who were
transitioning to competitors, like TikTok, that already
featured a video service. Internal Meta documents confirm
that the launch of Reels was rushed in order to preserve
engagement among Meta’s teen users. One employee
noted in a 2020 message: “The fact that we’re shipping
reels without a clear picture of the ecosystem impact is
pretty mind boggling.” Another employee echoed that
sentiment: “it is scary the speed we are moving . . . we
either do things WAY TOO FAST without Data. Or do things
WAY TO[O] SLOW because of Design/Principles.” These
product designers were aware of the harm that could result
from Reels, with one stating “I am worried that the
cumulative effects are going to be bad.”” (p163)

Note that the ICO and CMA suggest that testing is to be
done when designing choice architecture:Joint paper here
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7 No overall requirement for using
metrics from product testing to
determine risk, just seen as an
“input” in the enhanced
category.

Note risk of disincentivising
product safety as part of design
process.

“Any types of evidence listed under Ofcom’s enhanced
inputs (e.g. the results of content moderation, product
testing, commissioned research) that the business
already collects and which are relevant to the risk
assessment, should inform the assessment. In effect, if
the service already holds these inputs, they should be
considered as core inputs” Volume 3, table 9.5

This is not enough - see the problems evidenced by Meta
whistleblower:: “If the problems identified are not
problems that the company’s systems are designed to
detect and measure, managers literally have no means to
understand them. Zuckerberg is unwilling to respond to
criticisms of his services that he feels are not grounded in
data. For Meta, a problem that is not measured is a
problem that doesn’t exist.” Testimony from Arturo Bejar

8 Risk assessment review after a
significant change of service
does not allow for testing/risk
assessing at the time of design,
rather suggests that the design
should be implemented and
then assessed, which may be
too late.

See also risk assessment
section 8 below.

Inconsistency - this then doesn’t allow for product
testing (see above)
Vol 3, Table 9.5

9.123 c) a duty to carry out a further suitable and
sufficient illegal content risk assessment relating to the
impacts of that proposed change before making any
significant change to any aspect of a service’s design or
operation.

This is at odds with: 9.135 “We opted for using a
principle-led approach to give services flexibility as
what amounts to a significant change can vary across
the wide range of services in scope. We consulted with
experts internally and externally to help understand
the circumstances in which a change to a service may
be significant enough to cause the risk assessment to
become out of date and no longer provide a suitable
and sufficient assessment of risk on the service.”

9.138 “we understand that the larger and more
complex a service may be, the more likely it is to have
routine updates or system changes which we did not
feel it was proportionate to capture under this duty.

The proposals do not however link to the risk mitigation
measures, which are specific and which - at the bare
minimum - is all that services need to comply with if they
are to meet their duties under the Act in relation to the
specific risks that they have identified. (Safe harbour) There
is no “flexible” requirement on services to mitigate the
harms they have identified via product testing or risk
assessment.
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9.141 We provisionally conclude that our proposed
“significant changes” to consider are necessary in
order for services to be confident that they are
complying with their legal duties, hence any associated
costs are proportionate and are primarily based on the
requirements of the Act, rather than on regulatory
choices made by Ofcom. This is particularly given we
have adopted a principle led approach (rather than
directive) which affords flexibility to services to help
them meet this duty as appropriate relative to its size,
capability and specific circumstances that may affect
risk. Overall, we think this approach is proportionate
for services to help them meet a specific duty set out
in the Bill.”

9.135/6 suggests changes will happen and risk
assessment will be out of date

NOT that risk assessment should happen before
change is mad

9 Codes go straight from
governance and accountability
measures into content
moderation - there is a gap
where measures to deliver the
duty relating to “design of
functionalities, algorithms and
other features” should be. (See
section 10 (4) for U2U and
section 27 (4) for search).

See also section 6 below re
disconnect between volume 2
and volume 4

“Compliance with these duties, in particular the duties
to take down illegal content swiftly on becoming
aware of it and to take appropriate action in response
to complaints about illegal content, would be very
difficult in practice absent some process for
determining whether or not content ought to be taken
down and implementing that decision as appropriate.”
(Vol 4, 12.8)

This plays into what the companies want - and presumably
what they have told Ofcom. Eg In his recent evidence to
Congress, Meta whistleblower Arturo Bejar said: “Meta’s
current approach to these issues only addresses a fraction
of a percent of the harm people experience on the
platform. In recent years, repeated examples of harm that
has been enabled by Meta and other companies has come
to light, through whistleblowing, outside research studies,
and many stories of distressing experiences people have
there.Whenever such reports emerge, Meta’s response is
to talk about ‘prevalence’, and its investment in
moderation and policy, as if that was the only relevant
issue. But there is a material gap between their narrow
definition of prevalence and the actual distressing
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SECTION 2: the approach to the illegal content judgements guidance

The safety by design approach is central to the regime and should influence the implementation of both the illegal content safety duties and the children’s safety

duties, on which Ofcom will be consulting in phase 2 later this year. The illegal harms consultation, as the first component in the regime, should provide the

framework on which these further consultations can build. Yet, the guidance focuses primarily on individual items of content and assessing whether they should

be taken down – it even refers in the draft Guidance to the obligation being “to take content down” (Annex 10, A1.14), rather than, as s 10(3) says, to operate a

proportionate system designed to have that effect. While there are parts of the consultation which reflect the obligation correctly - for example, in the

“Overview” document where Ofcom says “A new legal requirement of the Act is for all services to swiftly take down specific illegal content when they become

aware of it” – the Act’s systemic language is generally ignored in the draft guidance itself. Choices about design happen before you get the content flowing across

them. There is also no real consideration of scale - the sheer volume of information that is potentially involved. This then defines the scope of Ofcom’s overall

illegal harms approach, with a focus on ex-post measures, such as content moderation and take down, which we discuss in more detail below.

Furthermore, by requiring that a criminal offence has taken place each time content is posted (rather than acknowledging that content which has been deemed

illegal remains illegal when shared as it is still connected with the original offence), an unnecessarily limited view of relevant content is baked into the proposals

compounded by an approach that sets the standard of proof at a high threshold – in some instances close to the criminal level – at odds with what is a civil

regulatory regime. Again this approach does not sit well with a systems-based approach. Moreover, this is especially problematic given that some criminal

offences operate to protect individuals’ fundamental rights; the rights balance here is, again, one-sided (see more general discussion here and in section 5 below

and attached as a PDF). It is also unfortunate that Ofcom has not considered any of the existing non-priority offences, specifically s 127(1) of the Communications

Act, which (unlike 127(2) Communications Act) has not been repealed.

We have published a detailed analysis on this issue by Prof Lorna Woods and provided this as a separate PDF (Annex D) which we refer Ofcom to as our evidence

in this section.
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SECTION 3: Burden of proof/evidence threshold

Much store is set in the consultation document narratives by the amount of evidence already collected to support the proposals eg the risk management

approach, and on the "best practice" already provided by platforms to justify the approach. Conversely, where there is weak or limited evidence relating to the

potential for a particular measure to address a particular outcome, this is given as a reason not to include it within the codes until more evidence becomes

available (though this approach is not required by the Act). (See section 6 on measures and the codes below.) This approach reinforces the status quo, setting a

"lowest common denominator" approach to a piecemeal, process-driven regime, rather than one that is focused on the outcomes described in the Act.

No Example Consultation doc references

1 Burden of proof/lack of evidence

There are lots of references

throughout the consultation

document to evidence lacking; the

potential impact on market; that

metrics should be down to

companies and shouldn’t be for

Ofcom to define.

Ofcom could instead, within the

parameters of the Act, have chosen

a position where it said “we don’t

have the right answer so we’re not

recommending a precise approach

but we are asking companies to

have a good faith attempt at it, in a

way that is proportionate and

appropriate to their service and its

Volume 4 11.16 & 11.17; Says there isn’t evidence as
to whether things will work / lack of precautionary
principle

“We recognise that identifying previously unknown
content is an important part of many services’
processes for detecting and removing illegal content.
We do not yet have the evidence base to set out
clear proposals regarding the deployment of
technologies such as machine learning or artificial
intelligence to detect previously unknown content at
this time. As our knowledge base develops, we will
consider whether to include other
recommendations on automated content
classification in future iterations of our Codes (Vol 4,
11.15, c)

“Many of the measures we propose are for large
services. This is often because we do not yet have
enough information on the potential costs and
benefits to know whether the measures are
proportionate for smaller services at this point. As
our understanding develops, it may be appropriate

Ofcom’s letter to Peers in April 2023 reassured them that

they were well advanced in relation to illegal harms

because: The Government’s and Parliament’s intentions

about what they want platforms to achieve are clear. We

launched a call for evidence on illegal harms in July 2022,

and are well-advanced in gathering the necessary

evidence, including on consumer experiences of those

harms, drivers of risk, and the systems and processes

available to services to address them.” (here)

In previous work for Carnegie UK which set out the initial

proposal for basing online harms regulation on a duty of

care approach, Professor Lorna Woods and William Perrin

set out the merits of the precautionary principle – already

established within regulatory practice – as a means to

address the risk of harm in areas of fast-moving innovation,

where the evidence base may not nascent.

The ILGRA published in 2002 a fully worked-up version of

the precautionary principle for UK decision makers: The
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functionalities”.

This would also be in line with the

precautionary principle.

in future iterations of the Codes to expand the range
of services for which some measures are
recommended.” (Vol 4, 11.16)

“Recognising that we are developing a new and
novel set of regulations for a sector without
previous direct regulation of this kind, and that our
existing evidence base is currently limited in some
areas, these first Codes represent a basis on which
to build, through both subsequent iterations of our
Codes and our upcoming consultation on the
Protection of Children. In this vein, our first
proposed Codes include measures aimed at proper
governance and accountability for online safety,
which are aimed at embedding a culture of safety
into organisational design and iterating and
improving upon safety systems and processes over
time (Vol 4 11.14)”

“Nevertheless, there is little available evidence on
how services deploy this human resource across
their content moderation systems to deal with illegal
and/or harmful content. Where human reviewers
are used, it is possible to have different teams for
different types of harm, and/or different teams for
different reporting channels (e.g. flags or reports
from trusted flaggers could be channelled to
different teams, or could be fed into one team). (Vol
4 12.26)

Lack of evidence “At this stage, there is a lack of
evidence and little consensus on the specific
outcomes content moderation systems and

precautionary principle should be applied when, on the

basis of the best scientific advice available in the

time-frame for decision-making: there is good reason to

believe that harmful effects may occur to human, animal or

plant health, or to the environment; and the level of

scientific uncertainty about the consequences or

likelihoods is such that risk cannot be assessed with

sufficient confidence to inform decision-making.’

The ILGRA document advises regulators on how to act

when early evidence of harm to the public is apparent, but

before unequivocal scientific advice has had time to

emerge, with a particular focus on novel harms. ILGRA’s

work focuses on allowing economic activity that might be

harmful to proceed ‘at risk’, rather than a more simplistic,

but often short-term politically attractive approach of

prohibition. The ILGRA’s work is still current and hosted by

the Health and Safety Executive (HSE), underpinning

risk-based regulation of the sort we propose. We believe

that – by looking at the evidence in relation to screen use,

internet use generally and social media use in particular –

there is in relation to social media “good reason to believe

that harmful effects may occur to human[s]” despite the

uncertainties surrounding causation and risk. On this basis

we propose that it is appropriate if not necessary to

regulate and the following sets out our proposed

approach.” (Woods and Perrin, Online Harms: a statutory

duty of care and regulator, Carnegie UK 2019; pp10-11)
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2 Costs for companies are cited as
a factor in undertaking proper
risk management - without
counterbalancing the costs of
harm to society

Vol 3 9.66 “In addition, our proposed methodology
is intended to be flexible depending on service’s
risk levels, size and resources in order to minimise
the cost burden. We intend that it could be
integrated into existing risk management practices
to improve the effectiveness of online safety risk
assessments and minimise additional costs”

Does focus on costs suggest that if a company doesn’t have
risk management in place, the costs of implementing it are
not justifiable? A “flexible” approach should mean that
companies should incur more costs if they are starting from
a lower base, not that a lack of resources should take into
account a more minimal approach to risk.

Proportionality assessment does not take into account
significance of harm - and impact on users, costs to society.

The Government’s 2022 Impact Assessment (IA) quantified
the cost to society of a number of illegal and other harms
(including CSEA, hate crime, drugs, modern slavery and
cyberstalking) and estimated that these added up to £5
billion/year. The IA went on to say that “these estimates are
likely to underestimate the full extent of online harms for
several reasons

· It has only been possible to quantify the cost of a
subset of all online harms in scope: there are a number
of harms that are encountered by a significant number
of adults and children in the UK, but for which there is
no evidence on which to make an estimate of their cost.
These include encouraging terrorism and radicalisation
online, which 5% of adults and 6% of children in the UK
have encountered, and encouraging self-harm, which 5%
of adults and 10% of children have encountered.

· For those harms that have been quantified, a
conservative approach has been undertaken. For
example, for illegal harms analysis is based on the
number of recorded offences with an online element,
which is likely to understate the true prevalence (as
some crimes will go unreported - although this is
adjusted in part by the use of multipliers where
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smaller for services which are neither large nor
face material risks. They are unlikely to face large
volumes of content they need to assess. So even
though the costs of this measure are low, we do
not propose to recommend it for such services.”

4 Single risk sites deemed to be
less harmful than multi-risk sites
therefore a “proportionate”
response is not to recommend
measures for them.

See also section 7 on small vs
large sites (below)

Vol 4, 11.44: “We intend these measures to apply
to services that face significant risks for illegal
harms in general. There is a question over what it
means for a service to have such risks. One option
would be to recommend these measures to
services that have identified as medium or high risk
of at least one kind of illegal harm. However, where
services only identify a risk of a single kind of illegal
harm, the benefits of these measures to address all
harms will be lower. This is partly because if
services have only identified a single area of risk,
the extent of harm will tend to be lower compared
to if they have identified a range of kinds of offence
where they are high risk. It is also partly because
many of these measures are about enabling
services to have a good understanding of their risks
and of the content moderation policies needed to
address those risks. If a service was only of medium
or high risk for a single kind of illegal harm, the risk
is more likely to be well understood across the
organisation, such as the risk of fraud for some
marketplace services. This tends to mean the
benefits of these measures in terms of improving
understanding and consistency of approach are
smaller than if there were multiple areas of risk.
The case for the measures to address all harms
being proportionate therefore tends to be stronger
if we only apply them to services that have
identified multiple kinds of illegal harm”

This assumption that a single risk site causes less harm than
a multi-risk site and the “benefits” of addressing it are
therefore lower is not borne out by the specific harm that
some small dedicated sites can cause to individuals.
· groupings of providers that do not have a distinct legal

form or are shell companies and therefore can
reconstitute themselves as different sorts of legal
entities with different URLs or websites (eg
marketplaces for suicide methods that are repeatedly
taken down and re-emerge, evading regulatory
intervention; here and here);

· small sites that have a single purpose that is extremely
harmful to some groups, often with targeting of
individuals - eg revenge porn collector sites (for
example, here and here);

· dedicated hate and extremism sites, such as those
researched in relation to inceldom by CCDH here and
covered in this Parliamentary submission; far-right
ideologies investigated by Hope Not Hate here and here;
and extremism in this ISD report.
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5 Proportionality analysis on costs
measured against overall risk
management

Vol 3 8.89 “Given the benefits of ensuring senior
level responsibility and oversight for online safety,
and small costs associated with this measure, we
consider it proportionate to provisionally
recommend to large services (with the exception of
large vertical search services) and services which
identify as multi-risk (including vertical search
services which are multi-risk). Although for small
risky services the cost impact will tend to represent
a higher share of total revenue, our view is that
such a measure is proportionate given the evidence
that clearly defined roles and responsibilities at a
senior level helps improve overall risk management
processes. We consider this an important aspect in
ensuring the effective management and mitigation
of all illegal harms.” (smaller and low risk - what
about smaller and high risk)

8 Tracking evidence of new and
increasing harm

Vol 3 8.147 “We have identified ongoing costs
associated with these recommendations. We
anticipate that these costs are likely to scale with
service size, whereby larger services will likely face
higher costs related to implementation. However,
we recognise that these costs are likely to be a
larger proportion of revenue for smaller services

Talks about scaling - but why not apply across board now?
Eg if small services integrate them into their processes while
small, then they can scale them up as they grow, rather than
waiting for the problem to become significant once they
reach the large numerical threshold that Ofcom has
identified.

9 Staff training - multidisciplinary
teams 8.161

8.162 - generic
8.167

No minimum considerations are offered. Standards would
be welcome here to ensure there is a culture change within
organisations as well as the necessary regulatory effects.
Ofcom use scant evidence to say this is already being done
but are unwilling to use scant evidence for alternatives

10 Metrics

Relying on information from

Vol 3 9.34 “There are clear differences between
large services which often provide detailed
information about the metrics they gather to

New Mexico A-G court filings show the problem with
trusting Meta’s metrics (p199-201):
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companies means that you don’t
find the risks - risk assessment
doesn’t require evidence

assess safety on their services, and smaller
services, with fewer UK users, which have often
never engaged in risk assessment nor considered
why it could be important in their industry. For
instance, among smaller services whose business
models are likely to result in higher levels of risk,
such as those hosting adult content, some state
that they circumvent the need for a risk assessment
by moderating every piece of content which
appears on the platform.”

Meta’s efforts to publicly portray its platforms as safe and
largely free of illicit content extends to quarterly Community
Standards Enforcement Reports (“CSER”) which “provide
metrics on how we enforced our policies . . . and estimates
on the amount of violating content (Prevalence) on
Facebook and Instagram.” Meta’s May 15, 2018 press
release announcing the formation of these reports made
clear that the reports were and are intended to allow the
public to see “how much bad stuff is out there,” and thereby
permit the public to “judge our performance for yourself.”
Meta positioned itself as a company invested in eliminating
illicit content from its platforms: “We believe that increased
transparency tends to lead to increased accountability and
responsibility over time, and publishing this information will
push us to improve more quickly too. This is the same data
we use to measure our progress internally – and you can
now see it to judge our progress for yourselves.” Each and
every one of these reports underreport the existence of
objectionable or violative conduct on Facebook or Instagram
because they all rely on Meta’s flawed “prevalence”
standard. A May 23, 2019 blog post described “prevalence”
as “[o]ne of the most significant metrics we provide in the
Community Standards Enforcement Report.” Meta reported
that “we consider prevalence to be a critical metric because
it helps us measure how violations impact people on
Facebook. We care most about how often content that
violates our standards is actually seen relative to the total
amount of times any content is seen on Facebook.” It
compared this metric to “measuring concentration of
pollutants in the air we breathe” and claimed that
“[p]revalence is the internet’s equivalent – a measurement
of what percent of times someone sees something that is
harmful.”

Meta’s CSERs consistently reported low prevalence of

onlinesafetyact.net - 27

https://www.onlinesafetyact.net/


No Issue Consultation doc references Evidence and commentary

human trafficking, CSAM, bullying and other problematic
materials. For example: a. The CSER released in November
2019 claimed that prevalence was an “upper limit [of]
0.04%” of views for content violating Meta’s policies
prohibiting “child nudity and sexual exploitation of children,
regulated goods, suicide and selfinjury, and terrorist
propaganda.” b. The December 2020 CSER claimed that “less
than 0.05% of views were of content that violated our
standards against Child Nudity and Sexual Exploitation” and
that “less than 0.05% of views were of content that violated
our standards against Suicide and Self-Injury.” c. The Q3
2021 CSER reported “that between 0.14% to 0.15% of views
were of content that violated our standards against Bullying
& Harassment” and that “less than 0.05% of views were of
content that violated our standards against Suicide &
Self-Injury.”

Individually and collectively, each of these reports conveyed
the impression that Meta aggressively enforced its
Community Standards on both Facebook and Instagram, and
that its efforts were succeeding in keeping the platforms
relatively free of harmful content. For example, a November
13, 2019 news release announcing release of the fourth
CSER includes the claims that the purpose of the report is to
“demonstrate our continued commitment to making
Facebook and Instagram safe and inclusive.”. Nowhere do
the CSERs explain how much sexualized content remains on
the platforms and accessible to children; the ability of adult
strangers to identify, groom, and seek sexualized content
and activity from children; or the widespread sale of CSAM,
among other commercial sexual exploitation of children.
Moreover, as explained above, the prevalence metric
consistently underestimated the amount of problematic and
illicit content displayed on Facebook. The prevalence metric
contradicted the findings of Meta’s own BEEF study, which
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showed a much greater “prevalence” of bad experiences
involving illicit, questionable or violative conduct on Meta’s
platforms.

Arturo Bejar re changing the metrics/data that is
collected/required: “The most effective way to regulate
social media companies is to require them to develop
metrics that will allow both the company and outsiders to
evaluate and track instances of harm, as experienced by
users. This plays to the strengths of what these companies
can do, because data for them is everything. If something
cannot be evaluated by data analysis, it is generally very
difficult for Meta and other such companies to understand
the problem or take action. Process-based or policy-based
regulations are essential for security and privacy. In order to
effectively regulate the safety of a social media
environment, the focus should be on metrics based on user
experience. “
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SECTION 5: The approach to human rights

The OSA directs Ofcom to consider freedom of expression (Art 10 ECHR) and privacy (Article 8 ECHR), but these are not the only relevant rights – as

indeed Ofcom notes. All the rights protected by the Convention should be considered when considering the impact of the regime – or the lack of it.

So, as well as the qualified rights of freedom of expression (Article 8 ECHR), the right to private life (Article 11 ECHR) and rights noted by Ofcom –

e.g. the right to association (Article 11 ECHR) – we should consider other rights including the unqualified rights – the right to life (Article 2 ECHR),

freedom from torture and inhuman and degrading treatment (Article 4 ECHR) as well as the prohibition on slavery and forced labour (e.g people

trafficking) (Article 4 ECHR). Note also that rights can include positive obligations as well as an obligation to refrain from action; a public body can

infringe human rights by failing to protect as well as by interfering itself in an individual’s rights.

Article 14 ECHR constitutes the requirement for people not to be discriminated against in the enjoyment of their rights; all people (and not just

users of a particular service) should be considered. This reflects the general principle of human rights that all people’s right should be treated

equally – and indeed that the starting point is that no right – for example, freedom of expression – has automatic priority over another. It also

means that the European Court has adopted a specific methodology for balancing rights of equal weight (see e.g. Perinçek v. Switzerland (27510/08)

[GC] 15 October 2015, para 198; Axel Springer AG v. Germany (39954/08) [GC] 7 February 2012, paras 83-84 on the balance between articles 8 and

10) rather than its typical approach where a qualified right may suffer an interference in the public interest but that interference must be limited.

This difference in methodology reaffirms the significance of seeing all the rights in issue when carrying out balancing exercises. A failure to carry out

a proper balance by national authorities has itself led to a finding of a violation of the procedural aspects of the relevant right. – the precise factors

taken into account in the balance will vary depending on the underlying facts in a case and the rights involved.)

Note also that Article 17 prohibits the abuse of rights so that “any remark directed against the Convention’s underlying values would be removed

from the protection of Article 10 by Article 17” (Seurot v France (57383/00), decision 18 May 2004). While this applies only to a narrow sub-set of

speech, it is nonetheless a factor that should form part of the balancing exercise where relevant. Areas where Article 17 might be relevant include

threats to the democratic order (Schimanek v Austria (32307/96), dec 1 February 2000); racial hatred (Glimmerveen and Hagenbeek v NL (8348/78

8406/78), dec 11 October 1979); holocaust denial (Garaudy v France (65831/01), dec 24 June 2003); religious (Belkacen v Belgium ( 34367/14), dec

27 June 2017) or ethnic (Ivanoc v Russia (35222/04), dec 20 February 2007) hate; hatred based on sexual orientation; incitement to violence and

support for terrorist activity (Roj TV A/S v Denmark (24683/14), dec 18 April 2018). The Court has not considered CSAM material but it is submitted

that it, likewise, would fall outside the protection of Article 10.

We have published a detailed analysis on this issue by Prof Lorna Woods and provide it as a PDF at annex C as our evidence in this section.
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“Although the coroner’s inquest took several years, Meta
employees were acutely aware of the lack of safeguards built
into Instagram and expressed their concerns in emails
following the Guardian’s outreach to Meta for comments on
Ms. Russell’s death. In a January 26, 2019 email thread
addressing Meta’s response to a forthcoming media story
profiling “30 families of suicide victims accusing Instagram of
killing their children,” one Meta employee wrote: “We are
defending the status quo when the status quo is clearly
unacceptable to media, many impacted families, and when
revealed in press, will be unacceptable to the wider public.”
Recipients of the thread included Zuckerberg, Sandberg, and
Mosseri. Another Meta employee responded to echo the
theme that Instagram protocols were insufficient: “our present
policies and public stance on teenage self harm and suicide are
so difficult to explain publicly that our current response looks
convoluted and evasive . . . The fact that we have age limits
which are unenforced (unenforceable?) and that there are, as I
understand it, important differences in the stringency of our
policies on IG vs Blue App [Facebook] makes it difficult to claim
we are doing all we can.” Sandberg eventually chimed in,
asking whether Meta could improve its policies or whether it
was a question of enforcement and confirmed “We can
definitely say that we need to improve our enforcement of our
policies.” (p173

Revealing Reality report on Snapchat:” This research suggests
Snapchat’s design features not only enable the sharing of
unpleasant and illegal material, but in some cases shape the
behaviour that leads to its creation”.

8 Measure 2 on content policies only
applies to large or multi-risk
services, and as a result, additional

Annex 7, p 64 Eg “A service is at medium or high risk
of a kind of illegal harm specified in the table if the
risk assessment of the service identified a medium

Act and Parliamentary debates didn’t take variegated
approach to CSEA and terrorism.
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measures that flow from this are
not recommended. So, even though
vol 4 says they will be included in
their illegal harms and CSEA codes,
they are not for all services.

CSEA and terrorism duties not
covering all services? Is that what is
intended?

or high risk (as the case may be) in relation to the
offences (taken together) specified in the table in
relation to that harm, including (where relevant) as
further specified in the table.” This includes
terrorism and CSEA and suggests that *both* have
to be present to be deemed medium or high risk.

Measure 2: “we consider that services that follow
this measure are more likely to operate effective
content moderation systems. As we have shown, the
evidence suggests that effective content moderation
plays a hugely important role in mitigating the risk
of harm to users meaning the measure would have
important benefits. As with measure 2, these
benefits will be greatest for services that are either
large or multi-risk…We are not proposing to
recommend this measure for smaller and lower risk
services, because it is less clear the benefits are
great enough given the lower volume of content
such services need to assess.” (12.114-116)

Then, this flows on from that assessment repeated
at : “this measure is predicated on services having
the internal content policies of Measure 2 above
and the performance targets we propose in
Measure 3, so it makes sense for this measure to
apply to the same set of services as those proposed
measures are recommended for” Eg 12.171, 13.141

Eg recommender measure then only applies to
services “ that meets both of the following
conditions: a) the provider conducts on-platform
testing of recommender systems on the service; and
b) the service is at medium or high risk of at least
two of the following kinds of illegal harm”
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SECTION 7: Small vs large platforms

No Issue Consultation doc references Evidence and commentary

1 Ofcom divides up measures
between those that apply to all
services and those that only apply
to large and multi-risk services.
Have Ofcom got a remit within the
Act to differentiate in this way?

See proportionality extracts above: Parliamentary debates on small vs large focused on category
1 = but this categorisation doesn’t apply to illegal harms so
why are Ofcom differentiating so early?

Lord Parkinson Committee stage refused amendments that
would have exempted smaller services; “The current scope
of the Bill reflects evidence of where harm is manifested
online. There is clear evidence that smaller services can pose
a significant risk of harm from illegal content, as well as to
children…Moreover, harmful content and activity often
range across a number of services. While illegal content or
activity may originate on larger platforms, offenders often
seek to move to smaller platforms with less effective systems
for tackling criminal activity in order to circumvent those
protections. Exempting smaller services from regulation
would likely accelerate that process, resulting in illegal
content being displaced on to smaller services, putting users
at risk.… the Bill has been designed to avoid
disproportionate or unnecessary burdens on smaller
services. All duties on services are proportionate to the risk
of harm and the capacity of companies. This means that
small, low-risk services will have minimal duties imposed on
them. Ofcom’s guidance and codes of practice will set out
how they can comply with their duties, in a way that I hope
is even clearer than the Explanatory Notes to the Bill, but
certainly allowing for companies to have a conversation and
ask for areas of clarification, if that is still needed. They will
ensure that low-risk services do not have to undertake
unnecessary measures if they do not pose a risk of harm to
their users.” (Col 1153)

onlinesafetyact.net - 41

https://hansard.parliament.uk/Lords/2023-04-25/debates/8A42D322-903C-485F-907E-11FDF4EDCB08/OnlineSafetyBill#
https://www.onlinesafetyact.net/


https://www.onlinesafetyact.net/uploads/annex-a-volume-2-vs-volume-4-analysis-1.pdf


https://www.onlinesafetyact.net/uploads/annex-a-volume-2-vs-volume-4-analysis-1.pdf


No Issue Consultation doc references Evidence and commentary

are then ruled out of many
measures due to cost burdens

are less likely to have established processes or
resources to detect and/or remove CSAM from
their services.”

5 Governance proposals do not take
account of the scale and virality of
small platforms - can escalate very
quickly or be deliberately designed
to be risk/catch attention

Ref to services not being “mature”
but Ofcom does not want “stifling
innovation”

Not recommending annual review of risk
management for small companies (vol 3 8.45) “For
services that are not large, including smaller
services that identify some higher risks for users,
we are not proposing to recommend this measure
at this time. The benefits of imposing this on
smaller services are likely to be lower because
these services tend to be simpler and easier for
management to ensure coordination and
consistency in approach.”

But then this at 8.79 “We consider that this
measure could also provide indirect benefits for
some services. For example, by ensuring they have
adequate risk management and governance
frameworks in place from an early stage, which
can evolve and expand as the business grows,
smaller firms can address any online safety issues
early and even save costs overall.”
“Moreover, it is likely, particularly for smaller
services which find high risks to users, that an
organisation is not mature enough to have a fully
developed governance body. This is especially the
case for micro and start-up businesses, or
small-scale non-commercial services. This measure
would imply significant staff and resource costs,
and a change in the overall structure and dynamic
of the service for these types of organisations. This
could stifle innovation.” (8.46)

NB microbusinesses specifically identified as a risk

Examples of new companies ripping off model - not pushing
innovation forward, using tech to develop services that are
controversial or harmful.
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in volume 2 “Different research conducted by Tech
Against Terrorism concludes that smaller and
newer services are most at risk of exploitation, as
terrorists and violent extremists such as ISIS may
use them. This includes micro-services that may be
run by a single individual. This is largely due to
targeting and a lack of technical and financial
resources for effective moderation.” (6B.76)

6 Different expectations for larger
services - “enhanced” measures are
only applying to them

“Expectations for larger services: All else being
equal, we will generally expect services with larger
user numbers to be more likely to consult the
enhanced inputs (unless they have very few risk
factors and the core evidence does not suggest
medium or high levels of risk). This is because the
potential negative impact of an unidentified (or
inaccurately assessed) risk will generally be more
significant, so a more comprehensive risk
assessment is important. In addition, larger
services are more likely to have the staff,
resources, or specialist knowledge and skills to
provide the information, and are more likely to be
the subject of third-party research.” (Vol 3, 9.113
e)

7 Internal logic of distinction then
continues to let small companies off
hook on content moderation - if
they don’t have content policies, or
performance targets, they don’t
have to have adequate resources
etc

This is obligation within the Act - degree of
thoroughness distinguishes between service; don’t
just say you don’t do them, bearing in mind
resources
“We are not at this point proposing extending the
proposal to services that are not large and are not
multi-risk. The amount and diversity of content
such services need to moderate is likely to be
materially lower and the benefits would therefore
be materially smaller, making it questionable
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whether the potentially substantial costs of the
measure were always justified for such services.
Moreover, this measure is predicated on services
having the internal content policies of our
proposed Measure 2 above and the performance
targets we propose in Measure 3, so it makes
sense for this measure to apply to the same set of
services as those proposed measures are
recommended for.” (Vol 4, 12.171)

Same for search measures 2, 3, 4 for search
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expert groups, and report these new kinds of illegal
content or unusual increases in illegal content
through relevant governance channels to the most
senior governance body” (Vol 3 8.97)

4 Don't raise issue of likelihood of
harm happening and not just users,
but also non-users

“The illegal content risk assessment duties include
a range of different elements. U2U services must
assess the risk of users encountering priority illegal
content or other illegal content by means of the
service, and the level of risk that the service may
be used for the commission or facilitation of a
priority offence. They must also assess the nature
and severity of the harm which may be suffered as
a result” (Vol 3 9.3)

IN the OSA “harm” is s 234 – it refers to individuals not users,
content is s 236(1) and very broad

5 Risk assessment best practice - this
is focused on reputational
risks/external risks to the company
not product safety and design risks
created by their own products and
services

Table 9.1, 9.44 “comprehensive risks faced by an
organisation” There are plenty of existing frameworks for rights-based risk

assessments that Ofcom can use to improve its approach and
methodology. Professor Lorna Woods, under the auspices of
Carnegie UK, developed a four-stage model for risk
assessment and mitigation on social media platforms that
draws on best practice processes through a code-based
approach. We would refer Ofcom to her Model Code of
Practice as evidence but also provide here extracts from the
Ad Hoc Advice to the United Nations Special Rapporteur on
Minority Issues which focus on risk assessment. (pp 7-11) This
advice was a precursor to the advice to inform the
development of his guidance on hate speech as a precursor to
developing the Model Code.

There is a wealth of high-level guidance on risk assessment
that social media companies do not appear to be following.
(See Sanjana Hattotuwa, “Making Facebook’s New Human
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Rights Policy Real”, Institute for Human Rights and Business 20
April 2021).

Social media companies coming to risk assessment for the
first time should evaluate its existing risk management
practices and processes, practices in relation to human rights
impact assessments generally, and data protection/ privacy
impact assessments to evaluate any gap or tensions in those
practices and processes and ensure that there is appropriate.
Particular attention should be paid to reliance on techniques
driven by machine learning and artificial intelligence and the
well-known questions around the design and deployment of
ML/AI46. (see Council of Europe ‘Recommendation
CM/Rec(2020)1 of the Committee of Ministers to member
States on the human rights impacts of algorithmic systems
The risk assessment process should be based on data and,
where available, research, rather than a hopeful expectation
that bad stuff is not happening or, if it is, that it is not the
problem of the social media provider. It involves the
recognition that the use of technology, including AI, does not
in and of itself necessarily ensure human flourishing. (See
UNESCO First Draft of the Recommendation on the Ethics of
Artificial Intelligence). It should cover an assessment of actual
and potential impacts. This involves gathering data in a
systemic manner as to what is happening on the service (e.g.
what sorts of user complaints are coming, how are they dealt
with), as well as the results of any testing on the product (see
below), to understand the nature of the problem, as well as
its scale, context and triggers and to acknowledge that
information, not bury it.

For example, hate speech tends to spike for 24-48 hours after
key national or international events such as a terror attack,
and then rapidly fall. (See Matthew Williams and Mishcon de
Reya, Hatred Behind the Screens: A Report on the Rise of
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Online Hate Speech). Systems should be responsive to
foreseeable public events (e.g. major sporting
championships), and the due diligence process and
mitigations should reflect this. Companies should also bear in
mind wider industry experience (e.g. whether certain features
– for example live streaming – are particularly risky) and good
practice. Where human rights are involved in risk assessment
and risk management, their special nature should be
recognised, as the OECD due diligence guidance recognises.
Companies should respect the need for diversity and inclusion
in a risk assessment process so that issues – especially those
which particularly affect minorities – are not overlooked or
under-valued. This may be particularly relevant when
products designed for operation in one state are then

deployed in others.

6 Design missing from the risk
assessment process - is
“understanding the harms” both the
offences and the functionality?? Or
just the harm? Looks at likelihood
and impact but doesn’t focus on
functionalities

“In our draft detailed guidance on methodology,
we have proposed a process which reflects these
four steps: i) understand the harms; ii) assess the
risks; iii) decide measures, implement and record;
and iv) report, review and update the risk
assessment. We also include key common concepts
from best practice which align to the risk
assessment duties, such as: a) Assessing risk
through a matrix of likelihood and impact; b)
Assigning a risk level for each harm; and c)
Considering residual risk after mitigating measures
have been applied.” (vol 3 9.52)

The New Mexico Attorney General court filings demonstrate
clearly how design of Meta’s platforms have allowed CSAM to
flourish and how Meta has made a series of decisions not to
deal with it. For example, see section VII “THE HARMFUL
CONTENT ON META’S PLATFORMS REMAINS AND IS
PROLIFERATED BY META’S ALGORITHMS” (para 174 onwards)
which - in addition to documenting failures in age verification
- finds that eg

7 Statement of larger users therefore
larger impact - that’s not risk-based

“As part of the risk level table, we also provide draft
guidance on the effect of a service’s user numbers
on its level of risk. In general, all else being equal,

Glitch Digital Misogynoir Report (and other research cited
there on this subject)
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See also small vs large above,
section 7.

the more users a service has, the more users can
be affected by illegal content and the greater the
impact of any illegal content. We have therefore
proposed that services which reach certain user
numbers should consider the potential impact of
harm to be medium or high.” (Vol 3, 9.59)

BUT this contradicts vol 2, 6F.31 re evidence on
hate offences “However, there is evidence that
niche online services can contain far more abuse,
including hateful activity, than mainstream
services, despite these services attracting far
fewer users”

“We are clear in the Service Risk Assessment
Guidance that in some instances the number of
users may be a weak indicator of risk level. They
need to be considered alongside other risk factors.
It is possible for a large service to be low risk, and
for a small service to be high risk, depending on the
specific circumstances of each service” (vol 3, 9.62)

https://glitchcharity.co.uk/wp-content/uploads/2023/07/Glitc
h-Misogynoir-Report_Final_18Jul_v5_Single-Pages.pdf

8 Overview document says services
don’t have to assess risk of every
possible offence occurring on
service - but if they have evidence,
they should consider this.

Thoroughness of risk assessment –
is this a tension with suitable and
sufficient requirement?

“Services do however need to assess the risk of
harm from relevant non-priority offences
appearing on the service… this does not mean
assessing the risk of every possible individual
offence that is not a priority offence occurring on
your service. However, if you have evidence or
reason to believe that other types of illegal harm
that are not listed as priority offences in the Act are
likely to occur on your service, then you should
consider those in your risk assessment.” (Summary
document Vol 1 2.33)

Is this what the Act says? While there are some distinctions

between priority and non-priority offences, and ‘other illegal

content’ is dealt with together, it does not in principle exclude

categories of illegal content (see e.g. s. 9(5)(d) which seems to

expect consideration across the board)
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9 Effective governance re all priority
harms - what about non-priority?

Governance and accountability underpin the way
that a service manages risk and ensures that efforts
to mitigate them are effective. We consider that
these processes are essential components of a
well-functioning system of organisational scrutiny,
checks and balances, and transparency around risk
management activities. Effective governance and
accountability processes should be effective in
tackling all priority illegal harms Vol 3 8.13

“Effective governance and accountability processes
should be effective in tackling all priority illegal
harms” (Vol 3 8,13)

Annex 10

Para A1: 30 “In recognition of the quantity and
complexity of offences which could be included
within the scope of the definition of ‘other’
offences, Ofcom has chosen to provide specific
guidance on ‘other’ offences where they have been
created by the Online Safety Act and do not wholly
overlap with any priority offences.”

Non-priority offences that Ofcom covers here are: epilepsy
trolling, self-harm, cyberflashing, false communications,
threatening communications.

But these are the offences introduced by the Act, not
necessarily a complete list of those most likely to be relevant

Does this mean that all non-priority offences are effectively
excluded from the duties?

10 Independence of monitoring and
assurance

No specification of third party
involvement, reliance on “evidence”
from tech companies re what is
going on already, and makes
specifying this an issue re costs

Vol 3 8.102:”We do not envisage independence as
requiring services to engage an independent third
party (such as an external auditor) to confirm
effectiveness of mitigations, although services may
choose to do so”

8.106 “Mindgeek specified that internal audit
included work related to process workflows,
technical audit, and gap identification in
compliance. “

How are they understanding internal controls? Should they
map on to third party audit standards?

Ref to MindGeek as good practice - has Ofcom checked how
effective this is?? Or just been told by them?
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Linking to costs 8.121: “The costs of this measure
would be considerable, with the main cost being
the ongoing staff costs to run the monitoring and
assurance function. There may also be additional
costs associated with wider training and awareness
raising of the remit of an internal assurance
function among existing teams who would be
expected to feed into the work of the function.”
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SECTION 10: Gaps in protections

Issue Consultation doc references Evidence and commentary

1 Section 127 and obscenity missing
from harms - these will perform a
mopping up role (eg abuse of
footballers)

But detailed guidance given by
Ofcom is only on priority harms and
random non-priority.

See full response section 2 on the
illegal content judgements
guidance.

“Our initial Code of Practice on Illegal Harms will
recommend services adopt protections to address
all types of illegal content covered by the Act. “
Approach p5

Section 127 of Comms Act: offences of “sending a message or

other matter that is grossly offensive or of an indecent,

obscene or menacing character” and “for the purpose of

causing annoyance, inconvenience or needless anxiety to

another” sends “a message that he knows to be false”.

Detailed guidance given by Ofcom is only on priority harms and

random non-priority Section 127 of Comms Act: offences of

“sending a message or other matter that is grossly offensive or

of an indecent, obscene or menacing character” and “for the

purpose of causing annoyance, inconvenience or needless

anxiety to another” sends “a message that he knows to be

false”.

NB OSA Schedule 6 refers to s 2 Obscene Publications Act (but

in reference to children only), the fact that it is mentioned

there means complete disregard later is the more noticeable.

CPS guidance on that is here and, on relevance of section 127,

see here from CPS

2 Search

Clicking through thumbnails to
harmful content is identified in risk
profile document in a few places but
then in the codes, there is no
mention of a “one-click” limit

Vol 2 para 2.29
6U38: “Service design may in some instances
facilitate the risk of illegal content being
encountered and shared and therefore increase
the risks of harm to users on U2U or search
services. Offence-specific risks of harm associated
with service design are outlined in different

Evidence recently demonstrated how deepfake porn was found

just one click away via Google and Bing and Ofcom’s own

recent research has found similar with regard to self-harm

content (research commissioned to inform the child safety

code but which has direct relevance to design choices relating
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chapters of this Register, and the most prominent
examples are in chapter 6D: Encouraging or
assisting suicide or serious self-harm and chapter
6L: Extreme pornography. Such examples relate to
how vulnerable users may be recommended
content that is increasingly harmful and potentially
illegal. Similarly, users may be led to illegal content
within a few clicks from their query on a search
service (for further information, see chapter 6T on
risks of harm to individuals on search services).”

6U.50 “Further information as to how services can
implement service design effectively on search
services, and mitigate the risks described here, can
be found in the Codes of Practice “

Vol 4 13.5 “It is important to recognise that content
is to be treated as ‘encountered via’ search results
where it is encountered as a consequence of
interacting with results (for example by clicking on
them). This means that search content includes
content on a webpage that can be accessed by
interacting with search results. The safety duties,
and the measures we recommend for the purposes
of complying with them below, should be
considered in this context.”

to illegal content too.) Harm may be indirect. This also may be a

particular issue for landing pages or review sites which make

the route to illegal content clear; adverts for/discussion of tools

(eg nudification apps) which are then used for illegal purposes.

Harm may be indirect.

This may be a particular issue for landing pages or review sites
which make the route to illegal content clear; adverts
for/discussion of tools (eg nudification apps) which are then
used for illegal purposes.

3 Overview document says services
don’t have to assess risk of every
possible offence occurring on
service - but if they have evidence,
they should consider this.

Thoroughness of risk assessment – is

“Services do however need to assess the risk of
harm from relevant non-priority offences
appearing on the service… this does not mean
assessing the risk of every possible individual
offence that is not a priority offence occurring on
your service. However, if you have evidence or
reason to believe that other types of illegal harm

Is this what the Act says? While there are some distinctions

between priority and non-priority offences, and ‘other illegal

content’ is dealt with together, it does not in principle exclude

categories of illegal content (see e.g. s. 9(5)(d) which seems to
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this a tension with suitable and
sufficient requirement?

that are not listed as priority offences in the Act are
likely to occur on your service, then you should
consider those in your risk assessment.” (Summary
document Vol 1 2.33)

expect consideration across the board)

4 Excluding supply chain from risk
assessment - very limited references
to risks of supply chain/third party
involvement
despite recognition that many
services will rely on third party
software (or moderation services) in
their business

Vol 2 8.97 “Requiring services to have measures to
mitigate and manage illegal content risks audited
by an independent third-party; d) Requiring due
diligence of third-party contractors or providers of
services involved in the mitigation and
management of illegal content risks to assure their
approaches lead to good online safety outcomes”

Vol 3 12.22 “If they have automated technology at
all it is likely to be trained by a third-party (i.e.
‘off-theshelf’ tools), rather than bespoke and/or
specially trained automated technology.”

Vol 3 14.50 “We understand that third-party
entities support perceptual hash matching, and it
forms the basis of many in-house solutions
developed by larger service providers. Some
services discuss their use of perceptual hash
matching technology and solutions publicly, such
as through transparency reporting”.

5 Animal protections Vol 2, 5.21 “At a fairly late stage in its consideration
of the Bill which became the Online Safety Act, the
offence in section 4(1) of the Animal Welfare Act
2006 (unnecessary suffering of an animal) was
added to the list of priority offences. We will
consult in due course on how we propose to
include that offence in our Register. “

Does this mean that service providers effectively have no
obligations with regard to this priority offence?
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